
141¥ lectu.cl#ist-decodabeeai-
Setup : Let crack be a small constant

.

Let of
have mean melted and covariance { ted

,

nature samples ✗%
. . . .

✗Tug ,
adversary

corrupts arbitrary fraction , we are given

the corrupted samples {× , ,. . . , ✗n}

(# bad points overwhelms # good points ! )

One might expect it to be impossible to do

anything here
.

For example , what if the

corrupted dataset looked like

① } "
-0 } "

! an

03m -0 }*n
where the adversary has created £ many
clusters , each of which is an equally plausible
exploration for the data?



At least in this case ,
could still hope to

produce a list of estimates Ñ , , . . .,Ñm for

M= 04h) s . -1. Fg c-G) s.tl/pr- Ñjll is

small .

(note : l-higereralizesmixturemodels-1.ie .
"

K"=£ )

Amazingfact : this task ,
" list- deco double

mean estimation ,
"

is possible in general !

(even w/ a practical algorithm)

what is a natural baseline to aim for?

If corrupted dataset looks like a mixture

of k=O(£) bounded- covariance dig's
,

each

"cluster
"

has radius = Vd
. If we

project down to the span of the means
,

then

each projected cluster has radius = Tk .

So as long as clusters are FK - separated ,

can hope to cluster and learn all k centers
.



So might hope to produce list of estimates

5-1 . at least one estimate is ftp.t.OCKR) -
close to M .

Thm [ Diakonikdas - Kane - Kongsgaard- Li -Tian
'207 :

For n=R(E)
,

there is an 01¥) - time
algorithm for list - decodable mean estimation to error

0111T£ )
.

( runtime essentially optimal)

Today :
" Babi

'

version of their result

thal-msi.ie?i:.?iii.ii-ri+imAss-mpion:
of

"

good points
" GEA] s .-1.

*

①¥ E. Gi -Hai -nFHpE I 1*1

•ThiÉÉdidÉih
are ✗n id. draws from q in the dataset.

(Proposition 8.1 from [charikar - Steinhardt- Valiant
'

17))
.



Obst : If we can produce subspace ✓

of dimension 01112) s .-1
. µ close to V

,

i.e. Html/ £0111K), then the following
alg . solves the task :

1) select G- ( 1H) points at random

from dataset
.

2) project these to V and output them

PI : By (8)
,

¥, £ , i-TKKTHi-THTH.pt/Tv
By taking traces

,

⇒ €, 1111T¥
- trull's dimly --01114

,

so by Markov 's , 99% of points in G

satisfy 11TH ;
-Then /Is 011 / Tx )

.
Additionally

,

☒u - 41=1*-41 social . So as

long as the 0-(1/2) points in step I



Contain one of these i 's
,
we are done

.

There are 0.99161 :L (xn) such i 's
,

so we succeed v.h - p . ☐

-

So suffices to find ☐( 1H) -dimensional

subspace V s-t.fr is 0111k ) - close to V .

In fact , weaker goal suffices :

find 01114 - dim subspace V sit . we

can estimate
. If µ to error 011th ) .

Note : information - theoretically possible : just

)(solve list- decidable mean estimation , and let

V.be#espanof-lheontputvecto.rs.-



Idea : apply iterative filtering , take
V to be top-0111×1 singular subspace of Ew ,
Variant of

user spectral signatures
'
lemma to argue we can

estimate Tigh well enough .

Recall notation :

Aw =. § Willi

E § wifi
-Hoi -n. )

"

I
previously didn't

have normalization

because §wi close to 1
, but now

[wi may be very small .
i

Throughout , assume W
, , . . . . Wn Etn

(we initialize at Wi = In and will only ever

decrease these weights)



yet corruption list- decodable

Invariant
- Wi < { ÷ -Wi

clean i
[ Wi 2 ✗aWi

on weights clean ; bad :

more bad weight as weights decrease
, good

removed than good mass becomes more and

more pronounced .

Termination 11%1%1 ④(E)
condition

for/ 1<=0-(1/4)
Kth largest eigenvalue

scores T
2ti-4.xi.mu?Ti--l1&IYiE0cxi-nwIH ?(Ti )

i s

u top eigenvec of Ew&¥vjEw✓w kxd matrix whose

rows are top K
(projected
covariance) eigenvecs

of Ew

squared magnitude of squared magnitude of residual
residual projected in projected to top-k eigenspace
top eigendirection + whitened using E

Condition Critic#Witi 1- { Witi c- 1- Ewiti
on -4} needed

' demi
da" "

Fani " clean: z{ an
all i

for invariant average score of de" "

normalized
"

version

to be maintained
point less than average
score of bad point

spectral
signaturesHmw-HlEBltiFwkplllMw-hlKfz.FFF@Fwl1oplemm.a



① If we hit termination condition
, then done

PI : apply spectral Sig lemma to data projected
to subspace orthogonal to top -k singular
subspace Vw of Ew

.

Then

HIT'- mw-THmllstr.ME#aT4lp=-E

5¥
.

So we have an 0111×1 - dim subspace and

an 01¥ ) - accurate estimate of TITA
-

② If condition on {Ti } holds
,
down weighting

maintains invariant
.

PI : Recall downweighting rule : w ! ←will - ¥a*)
Suffices to show

Ew :÷÷wi=F¥÷E



LHS = E- will
-¥⇒
d-
clean ;

Wi

I Ewiti
= I - In,

'

de§-
Clean;

Wi

d- 1-¥
.
'=E÷÷

=L -Elt :÷÷ )
¥""

;F÷÷= Fits . ☐I

③ If we haven't hit termination condition
,

condition or scores holds
.

PI :w.t.si#.--i--*iEi-iH
¥ clean:

clean i



Note : -4=11*1)
""

Viki -HIT

= Trf Y
"

VIG.

-Aki-mill

= 4¢
'

,
VIG :

- ntai-r.FM
,

so

RHS of G) = ¥¥w; E. Witi
"

II. view)
= tztrfd " ) = ¥

For LHS of (t)
,
split ×

;
-mw into

( ✗ i - ¥€iwi×i) §
. ;

""
- Mw )

EE

Also define E. c. & .§¥.

E. iwiki-mwkxi-m.IT



We have

Tie 211
""

V50 : - nw.co) IT } 8 ;
+ 211K¥)

-"

Vilma - Mill
'

} 8 :

€ wiri = 2 )
"

,

VÉE
,
o Vw)Wi demi ✓

note E
, G £

. ;

wifi 7) (✗ i -a)t

WiEfe¥,
& - ¥ In: Gi -mk MEf. ÷{ I. Id£.

Wi

e- F- -Trl@"I
"

)
demi

Wi

Feigns Effi

2x fÉ
It by invariant

KE K E
-4

T
by taking
constant factor
in termination
condition large enough



WIM Hull's HMHp 1141'

2- Ewisi-HEYJJIlmw-mw.dk'Fenn? i clean i
z

note Efx)E(x)tEfx×T] by Jensen 's , so

"""""" [ " """"""""clean ;
" clean ;

tf { wifi -multi - nwf
clean iwi all i

=÷÷÷ - e

sie :Y÷÷¥← c- I :*
by . invariant if we take

1<>-82
.

Therefore , LHS of (t) c- RHS of (t)
as claimed

.
☐



All that remains is

④ Proof of spectral signature lemma . i.e .

Ilmar -nHe¥F¥itp
We'll show µw and m are both close

to fi E ¥.> E. wiw:
✗ i s

where w! e- to, - Ilie G) .

1) Hpi - rK= sup Gi -muy
uegyd -i

= SIP wot
- Fwiw:-(i - n) , uY

E SIP ¥> Fwiw:(× ;
-muy

E s
:p ¥.> ÷§w :<xi-n.at

I

g- ¥⇒



Note : wa >=¥E :

" I told -FEW
T
by invariant

%
. !¥.

Finally
, ⇐ Wi ? E wid ✗VET

,dear i T
by
invariants"w ,

z ✗ z

si s £

It) Similarly
,
by Jensen's

.

I/ Ñ - MwÑ= sup
uc.si
-1¥> ¥;wiwifxi-nw.us

± I ¥5 - ¥, iwi ) -¥i⇐Wi↳

i-mw.ie#-wop



ftp.F-lkwllop .

go
by (8) from prev . page

11m -mutts ZHÑ -Hi -1211K-mink

⇐ £(HiFi .VE/lop)
as claimed . ☐


