
ÉLecturel_9 : Cryptography + Learning

① Hardness of LPN → Hardness of agnostically learning halfspai.es

② Daniely -Vardi lifting : crypto hardness for learning MLP 's .
-

① Recall agnostic learning : for function class C ,

Given : G
, ,y ,) , .. .,(✗n ,yn) - D over Rdx / -211

God : output f- c- C s.-1.

f- f fatty] Emin G- [fatty]
✗
,y f.

•
c- C ×,,

when D×= Unit ({9B$) and C is { halfspaces}
,

how hard is this task?

fkalai-kt.ua#sour-Nisa06 ) :
A) Halfspaus approx 'd by deg poly (1) e) polynomials,
so can learn in time dpd>( I / e)

.

B) This is qualitatively tight , assuming hardness. g. LPN



PEARL :

Given SECd) of even size ,

note that

Majglx) :{ / it £4 1¥- / o . w

agrees
with parity

,
G) = {

1 if ✗ i ever

• I o - w -

w :p = { *¥
PIE.ii=¥)=¥,

agree { theagreed, the time I time

c.* I:÷-ÉII①#Hamming weightT.z.i.i.i.LI#...d-d
[ ✗i
ices

so majority and parity have correlation ¥, ,

y noise
in purity reduces this correlation too l-If-ms.pt/rn1

,

so if we could agnostiudly learn majorities



(special case of half-spaces) to error e¥
,
would

get dg . for noisy parity .

e.g f alg for the former ran in tire

nolle'
-B)

,

would imply 2%7 alg for noisy
purity .

-

② Danitlytlardiliftiy :
for n < am

,
a function F. { 0,13^-1 { 0,13m

is a pseudorandom generator if no poly - time

adversary can distinguish a sample from

Unit ({0,13m) from a sample from

f- (Unit ( { 0,1 }
^

)) with non- need . success prob .

G@oldreiWsPRG.ke
-1 P :{ 0,13

"
→ { 0,1] be a predicate , e.g .

☒ ✗ OR -MAJA ,b(2) = ¢10T - - -+02 a) ④Majka-1 , , .. -Tatts)
.



m random subsets 5
, , . . .

5m of (n) of size K

S
,

*

left connected to
.

A random subset

05m
m

Define

f-G) = (PHS
,

) , . . .
.
.PH :))

w

restriction
9 ✗c- {0,15
to bits .in S

,

"

Goldie .ch 's PRG "

/
"

local PAG
"



Cryptoassunption: For every constant s> 1
,

there is a constant K and predicate P:{913%10,11

s .-1 . that Gold reich 's construction is a valid

pseudorandom generator .

We will use this to prove hardness of learning MLP 's
.

Strategy :

?⃝ Hardness over {0,1 }
"

Naive lifting
' Daniely - Vardi gadget

② Let 's first show that under the above assumption
,

MLB are hard to learn over { 0,1}^ .

If we have a sample Ft) from PRG
,

can regard it as a dataset of pairs

( Si
,
PG Is ;))



each f. is a random subset of size K ,

and we want to encode this into a

sample from {0,15

Giver f- { in . .
. , ik) , define ✗Se { 0,1}

""
via :

✗
S : ii . - . . - EE

,

Wing iz ik

i.e. jth block of
s

is Ej.

Claim : F MLP N :{ on }
" → { 0,1}

s.TN/xs)=P(zls)
.

PI : ( tedious . included for completeness) :

the function ✗St PG /s) can be implemented
as a DNF :

✓ AN ✗
i. e

be {0,13
" JECK] f. zetbj

(
sitpcbt.ly

Can implement as a reln
: if

there are M literals in this

conjunction , then take



Ret-UCE E ii.e- (M-1))
jeck) lizétbj

e : at most one conjunction satisfied , so
>

can implement by simply summing the neurons :

E Rent -
- - - l

☐
be 4,1}

"
:

P(b)=\

Implies learning one-hidden-layer MLB over

the distribution over strings

✗
S : ni' . . . . -

'

,
c- { 913

" "

why iz

is hard ( if learner achieves nontrivial test error

we know that we are in the pseudorandom scenario
and can distinguish) .

Naiuelifting
Now want to show hardness over Gaussian inputs.

Initial idea:

dirt . over
= Berk)

"

nix



So given sample ✗

s
, can

"

Gomssiwi.ee
"

as follows :

if in block j , ith entry of XS
is

s

0 ,
then drow 9

; ,inN(0,1) / If
1
,

then draw gj, ; - No , 1) / < t

Prfor ts-t.gnn.com/gs-t)--n- , so that

if we apply-h@esfgj-1g_ttognNloisdH.s
we get a sample from Ber )?

"

Naive attempt : define N
'

by
fails for several

N'(g) = N(thus(g)) reasons ,
one of

which is that

( applied entrywise) g need not
encode

a subset

Given § , ,
PHS

,
))
,
. . . .
( Sm

, Pczlsm)) , define

Gaussian dataset : for every i c- (m) ,

- Sample g- Nfoiedkn)
- if theres(g) is valid encoding of a subset 5



( i.e. has exactly one 0 in each block) ;

• permute its entries so that thescg)
encodes Si

• add example ( g
,
PGIS

,
))

to the dataset

- otherwise , add ( g , O ) to the dataset

claim : F MLP Nnaive that labels

this dataset perfectly (caveat, requiressign activations
PI : First , note 7 MLP Nene .ee St

Nene.de (g) = {
0 if thres(g) is not validencoding

,

large 0 - w .

Take

Nene .de (9) :([ [ (thirsty)j , ; -4 -D)
T JECK) ieblakj .

some big
factor

(this solves problem of g not necessarily encoding a subset)

so Namie (g) I ReLv(N(thots)) - Newels))



Correctly labels the Gaussian dataset
. ☐

One more (major) issue : this is a

discontinuous function !

would need infinite weights to implement w/
Reus

,
or Super - poly - sized weights to

approximate sufficiently well
. . .

Danidy-Vardilift.mg#
Instead of

;___thes :
⑥

i

consider

ramp :

←É"
Let Nele .de be Nene .de with

thres-ranp.be-ansewe-anonly-af-jwd-ti.ua- -



poly - sized weights ,
the intermediate interval

is 2 ¥n, wide and we will see

some g
's w/ coordinates landing in the interval

,

and replacing threes w/ ramp in naive

lifting would fail .

Keyida : consider

-7,6penalty

⑧?¥z,"
- -

#
'medium zone

"

Gpenat, G) is large whenever g has

a coordinate landing in
"

danger zone
'

!

Consider

Nfinae = RELY N( ramplg)) - Nei.ae (g)
- { Gpevety ( Sj;))
jellied



What happens if g falls in
"

medium zone
" ?

Idea : in our Gaussian dataset
, modify

the labels as follows :

- if all coordinates of g outside of
danger and medium zones

, keep label

as before . i.e. Pas ;)

- if 7 coordinate in danger zone ,
set label to 0

- if no coordinate in danger zone but some

in medium zone
,
setlabel to

ReH(P(4s;) - E. Gpenetylsi . :))


